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Abstract— This paper presents experimental demon-
stration and verification of a vision-based stratified mo-
tion planning method for the case where the base man-
ifold upon which the motion planning cccurs is not
smooth. Robotic applications of the method include
motion planning for legged robotics over non-smooth
(but known) terrain and manipulation of non-smooth
objects with multiple robotic manipulators. Experi-
mental results with multipie robots manipulating a com-
mon non~-smooth object is presented.

1 Introduction

This paper presents experimental robotic manipu-
lation results. which demonstrate and verify a mo-
tion planning algorithm for systems on non-smooth
domains. As schematically illustrated in Figure 1. we
consider the manipulation planning problem for four
tingers manipulating a non-smooth object. The theo-
retical foundation for these experiments wasg presented
previously by the authors in [L]. The method is an
extension of a novel control strategy whichk considers
motion planning for robotic systens which are charac-
terized by switching dynamics. Tlhe Lasis for this work
was the development of a “stratified motion planning”
algoritlin which provided a means for motion plan-
ning for smooth systems with switching dynamics [2).
[3]. [4]. [2]. [6). [7]. [8]- Experimental results for smooth
systems were presented in [9], [10].

Specifically, the previous work of the authors as-
sumed that the configuration manifold for the system
under consideration was smooth and that the discon-
tinuous nature of the dynamics of the syvstem resulted
only from the intermittent physical contact among vai-
ious elements of the overall systemi. A consequence
of this assumption was that a partieular critical ele-
ment (the “hottom seratuni.” described subsequentiy)
wie smooth. Previous results did not consider the case
where the bottom stratum was not smootl, which is a
case that includes legzed locomotion over non-snooth
terrain aud manipulation of non-smooth oljects, which
is the focus of thig paper.

The main difficulty with such systems. ane strati-
fied svstems in general. is to determine a method to
analytically incorporate, either in an analysis tool or
control symthesis algorithm. the discontinnous nature
of the ecquations of motion for the svstem. Incorpo-
rating the discontinuities of the equations of motion of
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Figure 1. Non-smootl object manipulation.

a gvstem into a general motion planming algorithum is
difficult because almost all motion planning mechods
agsume that the equations of moetion are smooth.

Many etforts considered tle analysis of grasp stabil-
ity and force ¢losure {11], [12]. [£3], motion planning
assuniing continuous contact [L4]. [£3], [16] and haptic
interfaces [L7]. [18], [19]. Finger gaiting has been in-
plemented in certain instances [20]. {21]. {22] and also
partially considered theoretically [23]. [24]. [25]. DPer-
haps the approach which most closely mirrors that of
the subject of this proposal is in [26] where notions of
controllabilicy and observability from ~standard™ con-
‘trol theory are applied to grasping {however, these re-
sults are limited to the linear case and do net allow
for fingers to intermittently contact the object). In
contragt to the current worlk, none of these methods
directly use the inherent peometry of stratitied config-
uration spaces 0 formulate results which span many
different morphologies and assumptions.

Irom an experimental perspective, the main short-
coming of the theory is that the control strategy is
fundamentally open loop. We therefore incorporate.
in a manner detailed subsequently. a vigion hased
robotic control method to provide periodic updates of
the svstem configuration so that the open loop plan-
iy can be appropriateiy periodically modified. Most
implementations of computer vision entail calibration
of the cameras and calibration of the kinematics of
the robots. If botll the rolots and cameras are ac-
curately calibrated. ghis method could provide posi-
tion and orientation information of the manipulated



object. However, historically problems with three-
dimensional implenmentation of such a strategy have
centered on difficulties with aclieving and sustaining
acouracy of the calibracion of both the robots and cam-
eras [27].[28].[29]. A second approach to vision-based
robotic control is visual servoing [30].[31]. However
this approach is problematic for our problem due to
the nonholonomic nature of the relationship between
the motion of each robot and the regponse of the ma-
nipulated object. The approach we utilize is Camera-
space manipulation. the details of which are presented
m Section 3.

2 Non-Smooth Stratified Systems

This work is an extension of previous work by the
authors: therefore. a slort review of previous results
is necessaryv. This discussion omits many of the nec-
essary mathematical details, and the interested reader
is referred to [3), [2]. [3], [9]. {1]. (4], [6). [7]. 8] for &
complete. detailed exposition.

Consider thie case of the four tingers manipulating
the cube illustrated in Figure 1. If each finger has.
sav. three revolute joints, then the overall confipura-
tion space for the svstem is Sy = SE{3} x $%%1, wlere
SE(3) describes the configuration of the cube and 5%
represents the configuration of the joints. If the object
were smooth. then the set of all configurations where
one finger contacts the object defines a smooth codi-
mengion one submanifold of Sy. However. since the
olject is not smooth, the set of configurations where
the finger contacts the cube will be the enion of 6 dis-
comected smooth manifolds with boundary.

In general. we use stratum S, 7, K., where 1 <
I <J< K < L<4andmn.pandq are different
integers between 1 and 6. to represent the configura-
tion when four fingers I, J. K and L are in contact with
surfaces . n, p and ¢ respectively. Similarky, stratum
Sl Ju i, TEPTesents the configuration when three of the
four fingers. 7..J and [U, are i contact with the sur-
faces m, n and p of the object respectively. The level of
tlie stratum is referred to as its codimension. Thus. the
bottom stratum for the structure our system iz on the
1t level and contains all the strata with codimension
4 representing all the four fingers are in contact with
the cube. Similarly. all the strata representing three of
the four fingers are in contact with the cube are in level
3. Tart of the combinatorial structure of tle stratified
system is shown in Figure 2. where the nodes of the
figure represents different strata. the edges connecting
thie nodes indicate that it is possible for the svstem
to move from one stratum to another. Thus. if the
nodes are connected by an edge, the system can move
between the strata. if there is no edges between two
nodes. the system cannot move hetween them directly.

Comparing the structure of this scratified system
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Figurce 2. The Structure of the Non-Smooth
Stratified System.

with the system of robot fingers engaping a smooth
object, we can find that for the stratified system with
multiple fingers to manipulate a smooth object, there is
Jjust one bottom stratum in the confipuration structure.
However. for our stratified system for four fingers to
mammulate a cube object. the horsom skratum is the
union of I’ = 360 manifolds with boundary. In the
rest of the development, we will consider each of these
manifolds with houndary as a separate stratum. '

Althoupl we have presented the structure of a non-
smooth stratified system by way of a particular ex-
ample. namely, four fingers manipulating a cube. for-
mulating the generic structure is straight forward. In
particular. a stratwm is sivply a siooth manifold with
iroundary and a single, smooth hottom stratum does
not necessarily exist, but is. in fact, the union of muk-
tiple strata.

Having developed the structure of a non-smooth
stratified system. we consider motion planning for non-
gmooth systems. which only involves one additional
complication relative to the smooth stratified system
case. In particular. since the hottom stratum 15 not
simply a smooth manifold, then the nominal trajec-
tory will not he contained within a gingle stratum. To
see this. consider the same example of four fingers ma-
nipulating a cube and consider an ending configuration
wherein the four fingers are in contact with ditferent
faces of the cube than upon which they started. Since
the nominal trajectory is computed in the hottom stra-
tum (all the fingers in contact with the cube), the nom-
inal trajectory will need to switch amonyg the various
strata from wlich the hottom stratum is comprised.

3 Camera-Space Manipulation
Camera-space manipulation is utilized in this exper-
iment to circumvent the difficulties of calibrating the
robot kinematics. the kinematics relationship among
multiple robots. as well as the camera(s) to the very
Lighly accurate degree necessary ([321.{33]). Each cam-
era can form a projection from the 3D Cartesian (phys-
ical) space in view onto the cameras’ 2D image plane



as shown in Figure 3.
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Figurce 3. Mapping from the Cartesian co-
ordinates to the image plane coordinates.

The-camera model used liere is a perspective projec-

tion model. As shown in Figure 3. the r— and y—axes
form a basis for the image plane, the z-axis is per-
pendicalar to the image plane {(along with the optic
axis), and with the origin located at distance f hehind
the image plane. where f is the focal length of the
camern lens. The perspective projection muodel can be
described by

X 3
Te = f? and y. = f}~

where . and y. are the image plane. fe. camers
space. coordinates of the point (X.1,Z).

This projection is a surjective mapping where each
point on the image plane corresponds to a ray in 3D
space. An approximation model. “orthographic cam-
era ntodel,” iy introduced in ([34].[35]). Thus, given a
physical point on the rolot manipulator in the view
" range of a camera. its image position in that camera’s
2D image plane cail be determined by

[ o ] =Y. 20y (1
Yo

where, F7is the mapping from 3D physical space to 2D
image plane and ¢ iz a visual vector, which includes
& view parameters. ie., C' = [}, (2. Cy. C, O3 Cg)T.
nsed to identify the local relationship between robot
joint configuration and the camera-space location of
the points on the manipulator. The detailed descrip-
tion of the mapping I and C is shown n ([36].[32).[37]),
where.

re =ACT 4+ CF — CF ~ CHX + 2(CaCs + CLOOY
+2(CaCy = CLC3)Z + G = F (X268
Yo = 2ACHCy ~ CLEDX + (CF - C2+ CF - ODY

+2CC + CLCZ + Ce = FX. Y. 24 C’).
The idea behind the method is to exploit a nominal
robotic kinematics model as well as the fact that hoth
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target olject and manipulator can be seen in multiple.,
reduadant camera views,
Tor one of the cameras. the view parameters ¢ can

.be estimated through the aceuisition of a larpe number

of simultaneous image plane and physical space sam-~
ples by minimizing:
R Np o ng;
HO =3 [Z {{l-m - F{X 05, 20 O

=l o=l {2
+ (e, = Ty (X317 Zi; (7)}2} n;-}u’,-,

where, np is the number of poses of rolot joint rotation
samples, 1, 18 the number of known points identified
in the camera sample in the « — th pose, I} is a weight
associated with the { — th pose. and 11 is a weight
given to each identified point in the huage.

The above algorithm is based on the orthographic
camera model, which requires that all the mterested
physical cues are close to each other. A process iy
introduced in [34]. which eliminates this constraing and
gives more aceurately fitted view parameters.

Once the view parameters ¢ have been deteriminedl.
for each cue in a joint configuration. its location in the
camera space can be determined by using ecuation {1).
That mapping I s a surjective mapping. However, if
two or moere cameras are used to detect the conunon
cues on the manipulator, there exigts a bijective map-
ping & from the physical space to the image plane:

I(';]
Yeiy

=X 0. 2 G- C (3
Lo ‘

where the cue (. };, Z;) can be detected at the same
time in m (m > 2) cameras; & is the ith camera's
wisyal vector; {xq,n.,) is the image point in the ith
COETa.

4 Vision-Based Manipulation

The flow chart illustrated in Pigure 4 shows the
mamner i which CSM is incorporated into the strati-
fied robotics finger gaiting algorithm. Iirst. the robot
moves along a “preplanned” trajectory during which
image information regarding the location of cues placed
on the end effector of the manipulators is acquired.
Although there are nn:ltiple cues on each robot. each
also has a1mique black cue. From the iinage locations
of the unique black cue in eacl poge an initial set of
view paranieters ¢ can be determined by minimizing
Equation 2. The non-unique white cues on the manip-
ulator can be distinguished with the initial ¢, and are
used with the Llack cues to refine the view parameters.
Once the view parameters is determined. the pose of
the target object can he detenmined by determining



the physical coordinates of the cues attachied to the
object v Equation 3.

Next. a trajectory is planned for one end effector to
approach the target object. and this trajectory is di-
vided into 5 subtrajectories. As the manipulator moves
alony the subrrajectories to approacl the target object.
the view parameters are updated based on images ac-
quired when the end effector is at the end point of
each subtrajectory. Once all the end effectors arve in
contact with the object finger gaiting can be achieved
with each robotic finger following the trajectory pro-
duced from the the stratified motion planuning finger
gaiting algorithm. Denodically. images are aceuired
during the finger gaiting. and if the olject configu-
ration and contact coordinates are substantially Jdif-
ferent from the configuration and contact coordinates
assunled by the open-loop stratified motion planuing
algorithn. a new open-loop trajectory is computed to
reflect the updated configuration of the object and con-
tact. coordinates.

Octermine the pesition
of all the mrp cues
NRobor1

Plun an approwch trajccrory for
all the end—vifeeton., i
N, oach~L
Move the NR oot "th robet L. tAm |

10 the fing paint in its

proplanned wajcstary,
MPoints ~ 1 Mave alf the rebuots W the
Napproach'th preplinacd poin.
; M Approsch—NApproacht{

Acquiring inmges. of the cucs.
on 1he panipu hor unl sanpic]
Jjoig coordinams

!

Move (o TAC AEX1 posiTian
on (A propliancd trajcctory
NPgings = NPainm + §

Mo (ull the rebots hove been
in contaer with the object)

Acquired image, and improve C by
kling the new xarplc infornation

You

NMunipulae
<Mraroml

NRpbo!

< NRtrotal,

(Erad initi lizataon)

Figurc 4. Tlow chact representing the ex-
periment procedure.
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5 Experimental Implementation

An experimental platform has been developed to
demoustrate the application of the algorithn outlined
in Figure 4. Four Puma 560 robots are mowited on one
common platform. where eachi robot is used to sin-
late a finger with six joints in the experiment. Three
Galil motion control hoards. each of which can control
up to & axes, are installed on one Pentium IV L7 GHz
PC running Linax operating system to control the mo-
tion of the 24 joines of the 4 robots. DPictures of the
experimental platform are illustrated in Figures 3-10.

Three standard black and white Sony XNC73CE cam-
eras are used in the tlie experiment, each with a focal
length of 23mm. Two cameras are mounted about £20
inches away from the target on the wall. with a separa-
tion of 100 degrees between them. and the other cam-
era is mounted on cthe ceiling approximately 60 inclies
up from the robots. Two Picport Stereo image cap-
ture boards are installed on the IP'C. and all the image
processing and trajectory planning is done on it.

Tiie method is general in that it can accommodate
any not-smooth terrain or object{l]. in this paper we
will primarily consider a cube object as the common
object for the four fingers to cooperaiively manipulate.
A anique black cue and 3 white cues, with each cue at
a known position relative to the cube center., are at-
tached to the top surface of the cube. Once the view
parmnieters are initialized, the cue images in the image
plane can be distinguishied and matched to the cues
on the cube object and the manipulator, and the po-
sition and orientation of the cube ohject can thus be
determined.

By moving each manipulator along a preplauned
trajectory, and acquiring a series of shnultaneous joint
rotation and cue image views (32 in this experiment),
we cal nitialize sets of view parameter C Letween the
manipulators and cameras. where there is one £ le-
tween each camera and manipulator, totally amount-
ing to 12 sets of € with 3 cameras and 4 robots used in
this experiment. Then a trajectory is planned for each
manipulator to approach the object. and the s are
further updated during this approach process. Here.
we employ a straight line connectig the current posi-
tion of the manipulator and the specified contact point
on the object as the preplanned trajectory. and this
trajectory iz divided iito 5 subdirectories. wlere the
manipulator is 4.2,1,0.3 and 0 inches away from the ob-
ject along the line. Image samples are accuired while
the manipulator is at ¢he endpoint of each subtrajec-
tory. and (s are apgain updated. Once the manipi-
lators are engaged with the object, the robots hegin
to nmanipulate the object according to the stratified
motion planning algoritlun. Here, the goal motion is
to rotate the cube about an axis oriented in the 2 di-



Figure 5. # = 0.32 rad

N
Figurc 10. # = .99 rac

Figurc 9, § = 6.27 r'Jd

rection with an angular velocity {0 0117 radian/s for
7.308 raddians. where, on the platform. the z axis goes
along the positive vertical direction. and the r axiz
goes throuph the riglhemost robot to the cube. After
each step of motion. samples are again acquired. and
the (s are correspondingly updated. The result for
the alove motion is shown: i the next section.

6 Experimental Results

The pose of the cube as well as the manipulators
during motion are shown in the Figures 3 through
10 wherein the cube is rotated through more than 27
along the z axis. :

Using C8M we can compute the pose of the cube
at its initial position from its image informarion. and
thus determine its initial angular velocity wo and ro-
tation angle . Also. after each step of motion of the
cubie. its pose can be determined by the updated image
informasion of the cube. The actual pose of the cube
after each manipulation step can be compared with the
desired pose of the cube. Since the cabe is put on one
platfornr and commanded to rotate along @ direction
with that platform for an angle of 0.105 radian every
step. w will be {00 71}7’ for every step when we refer
to the pose of the cube. Table | shows data for the ac-
tual pose. desired pose and error of metion (in radian}
afrer each step in the motion.

We can conclude that the ervor for each manipula-
tion step is very trivial. the maximum error in the ro-
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Tose [ actual @ | desired # | error
1 0.3178 0.3178 0.0
2 0.2144 0.2128 0.0016
3 0.1034 0.1094 0.0060
4 6.2788 6.2816 0.0028
5 6.1199 6.1738 0.0339
6 3.9946 6.0149 0.0203
26 1.7446 | 0.0098
a7 0.G237 0.0059
38 0.0428 0.0L02
59 04276 | 0.0037
G} 0.3263 0.0062
61 02151 0.0140
62 0.1061 (1.0039
63 6.25804 0.0115
64 6.16358 0.0240
Gy | : 6.08258 .| 0.0165
66 29875 2.9043 0.0068

TABLE 1. Manipulation: data.

tation angle amounts to approximately 1 degree. The
niotion planning method works well wich the strati-
fied manipulation of the non-smooth cube olject. Al-
though we just show the motion of the cube along
= direction, the mwotion along other direction is also
achievable. Just by changing the non-smooth surface
parameterization of the object, the method can he gen-
erally applied to the stratified manipulation of many
non-smooth objects.

Furthermore, the experiment with CSM achieves
more robustness ¢han simple open-loop control. Tor
the open-loop finger gaiting experiment (see [1), it i3
difficult to aclieve a long motion along any direction
due to the large accumulation of the error from each
manipulation step. But for the experiment with vision.
we can manipulate the cube for a long motion by up-
dating the pose of the cube after every manipulation
step.

7 Conclusions

This paper is an extension of the authors’ previous
work in stratified motion planning in which a robust,
vigion-bagsed control strategy is employed to greathy en-
Liance the precision and robustness of the method. An
outline of camera-space manipulation, seratified nxo-
tion planning and the incorporation of the former into
the latter is presented. Some experimental results are
also presented. Future work includes further demon-
stration of the method on the more challenging and
highly nonlinear case when the shape of the object 18
more complex than a cube.
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