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Abstmct- This paper addresses a three-dimensional 
implementation that results in several separate manip- 
ulators, each with intermittent contact with a central 
object of known geometry, cooperatively manipulating 
the object to a desired new position and orientation. 
Rolling control of an object using redundant contact of 
several independent manipulators is made difficult by 
the hybrid nature of this system that introduces com- 
plexity to the trajectory-planning problem, and by im- 
perfection in the kinematic models which are needed 
to achieve such trajectory planning. The former is a 
theoretical problem which has been solved using Lie- 
algebra-based strategies to plan motion for the strat- 
ified systems. Imperfection in the kinematic models, 
on the other hand, leads to  a practical implementation 
problem since even small errors in the equations that re- 
late the internal pose of the robot to the position of the 
end-effector make precise sustained contact with an ob- 
ject difficult. The consequent lack of control of contact 
force combined with frictional unpredictability associ- 
ated with rolling, causes gradual growth in the dispar- 
ity between actual and calculated position and orienta- 
tion of the object. A robust means for applying vision 
to compensate for imperfections in the holonomic kine- 
matics of the robots as well as to update estimates of 
the pose of the object is outlined. Experimental results 
are also presented. 

1 Introduction 
A hybrid system is characterized by two distinct 

types of interacting subsystems: subsystems with con- 
tinuous dynamics and subsystems with discrete dy- 
namics. Well-known robotic examples of hybrid sys- 
tems include legged locomotion and manipulation via 
finger gaiting. Due to the hybrid nature of such sys- 
tems, normal control methods applicable to smooth 
systems can not be directly applied. A general method 
for motion planning for so-called “stratified systems’’ 
is presented in [ 11, [2], [3] for finger gaiting systems. Ex- 
perimental results were presented by [4],[5] to apply 
the method to  a real finger gaiting problem. 

However, this previous experimental work by the au- 
thors is based upon open loop control. After the fingers 
rotate the object for a given amount, they clearly will 
need to switch their positions before continuing with 
the finger gaiting motion. There is no position and 
orientation information about the object feed-back to 
the system. Thus, once the manipulation starts, the 
error from each portion of the manipulation naturally 

accumulates as the manipulation continues, which ob- 
viously limits the experimental verification of the gen- 
eral method for the stratified systems. In this paper, 
camera-space manipulation (outlined subsequently) is 
integrated into the manipulation method to provide 
position and orientation information about the object 
during the motion. Whenever switching fingers, the 
pose of the object is updated from the computer vi- 
sion information obtained about the object’s position 
and orientation. 

Robotic grasping and manipulation have been the 
subject of many research efforts, and only an overview 
can be provided here. Vast efforts have been directed 
toward the analysis of grasp stability and force clo- 
sure [6], [7], [8], motion planning assuming continuous 
contact [9], [lo], [ll] and haptic interfaces and other 
sensing [ 121, [13], [ 141. Finger gaiting, where fingers 
make and break contact with the object has been less 
extensively considered and is the main focus of this 
paper. Finger gaiting has been implemented in certain 
instances [15], [16], [17] and also partially considered 
theoretically [HI, [19], [20]. 

Most implementations of computer vision entail cal- 
ibration of the cameras and calibration of the kinemat- 
ics of the robots. If both the robots and cameras are 
accurately calibrated, this method could provide po- 
sition and orientation information of the manipulated 
object. However, problems with three-dimensional im- 
plementations of such a strategy have centered on dif- 
ficulties with achieving and sustaining accuracy of the 
calibration of both the robots and cameras [2lJ,[22]. 
This problem becomes particularly acute when high 
levels of precision are required due to the need to pre- 
serve contact without exerting an undue contact force 
between the fingers and object. 

A second approach to vision-based robotic control 
is visual servoing [23],[24]. Here, errors between the 
current pose of the robot end effector and the desired 
finger contact location on the surface of the object are 
computed directly in the cameras. The Jacobin which 
relates incremental movement of a given robot’s joint 
coordinates to the image-plane response is utilized to 
“servo” all image-plane errors toward zero. While ro- 
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bust to even relatively large errors in the Jacobin, this 
strategy is problematic for the following reason. Due to 
the nonholonomic nature of the relationship between 
the motion of each robot and the response of the ma- 
nipulated object, the terminal pose of the manipulated 
body depends upon the trajectory followed by each of 
the robots; therefore, the terminal attitude of the ob- 
ject is not merely a function of the robots’ terminal 
poses. So any intermediate visual-servoing correction 
must actually be factored into an updated trajectory 
plan to produce the desired orientation outcome. On 
a more practical note, visual servoing requires visual 
access to contact errors which is particularly difficult 
when extremely close proximity of the bodies is re- 
quired over the duration of the trajectory. control re- 
quires specified end-member the otherwise undeformed 
surface location is a very real question as to whether a 
detected at all. 

Camera-space manipulation (CSM) ([25]) is utilized 
in order to avoid some of the difficulties of calibration 
or visual servoing. As with visual servoing, CSM treats 
the problem as one of achieving maneuver success in 
the image planes of the cameras. However, as outlined 
subsequently, it does so with trajectory planning of the 
robots’ joint rotations based not upon a priori  physical 
kinematics of the robot but rather real-time-estimated 
and refined “camera-space kinematics.” The result is 
the ability to sustain contact between each robot and 
the object throughout the duration of a complex ma- 
neuver. Of course the trajectory planner must update 
the trajectory periodically due to actual object slip- 
page and kinematics imperfection, but such updates 
are less frequent due to the system’s ability to compen- 
sate for imperfections in the robot’s nominal physical 
kinematics model. Moreover, the concept of CSM can 
be integrated into the Lie-algebraic based trajectory 
planner without significant modification. 

2 Stratified Manipulation 
This work is an extension of previous work by the 

authors; therefore, a short review of previous results is 
necessary. Many details are necessarily omitted, and 
the interested reader is referred to [l], [2], [3], [4], [5], 
[26], [27], [28], [29] for a complete, detailed exposition. 

A simple example will provide an intuitive under- 
standing of the geometry inherent in stratified systems. 
Consider the simplistic example of two fingers inter- 
mittently engaging a smooth object, such as a sphere. 
The set of configurations corresponding to one of the 
robots engaging the object is a smooth codimension 
one submanifold contained in the configuration space. 
The same is true when the other robot engages the ob- 
ject. Similarly, when both robots engage the object, 

the system is on a smooth codimension two submani- 
fold of the configuration space formed by the intersec- 
tion of the single contact submanifolds. Each subman- 
ifold is referred to as a stratum. The structure of the 
configuration manifold for such a system is abstractly 
illustrated in Figure 1. 

M=S, Neither Robot 
Engaged 

/’ Second Robot 
‘“A, ky,\ Engaged 

Engaged 

Figure 1. Configuration manifold struc- 
ture for two cooperating robots. 

More generally, if there are n robots engaging a com- 
mon object, let SO denote the system’s entire configu- 
ration manifold and Si C SO the codimension one sub- 
manifold of SO that corresponds to all configurations 
where only the ith robot engages the object. Denote 
Sij = Si n Sj. The set Sil physically corresponds to 
states where both the ith and j t h  robots engage the 
object. Further intersections can be similarly defined 
in a recursive fashion: s i j k  = Si n Sj n s k  = Si n S j k ,  

etc. The lowest-dimensional stratum (corresponding 
to all fingers in contact with the object) will be called 
the bottom stratum. 

We assume that the equations of motion on each 
stratum, SI ,  are of the form 

i = gr,i(x)ui,i + . . . + 9 1 , ~ ~  (xb~ , , ,  , (1) 
where the first subscript, I, indexes the stratum upon 
which the equations are defined. And the second sub- 
script, n I ,  dependes upon the codimension of SI and 
the nature of the additional constraints imposed on the 
system in SI .  

The motion planning algorithm for smooth strat- 
ified systems is based upon the method presented 
in [30]. The approach is to construct an extended 
system in which the original set of equations of mo- 
tion is appended with Lie bracket vector fields asso- 
ciated with which are fictitious inputs. For the ex- 
tended system, motion planning is trivial since it is 
constructed so that the span of all the vector field is 
full rank. Formal algebraic computations utilizing in- 
determinates, bi, formal exponential expansions of the 
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b2 form ebi = 1 + bi + & + ... , which can be related to 
solutions of the original equations (1) and approxima- 
tions to Lie brackets of the form 

where @l(xo) represents the solution of the differential 
equation j. = g1(x) at time E starting from zo provide 
a mechanism to determine the real control inputs. 

For stratified system, if it is the case that the Lie 
bracket between the vector fields which switch the sys- 
tem among strata and any other vector fields is zero 
(called “Lie bracked decoupling”), then it is straight 
forward to show that vector fields defined on multi- 
ple strata can be considered simultaneously in the m e  
tion planning algorithm (a detailed explanation can be 
found in [29]). An outline of the algorithm is as follows. 

1. Check that the Lie bracket decoupling assump 

2. Check that the stratified system is controllable 

3. Determine a nominal trajectory in the bottom 

4. Construct the extended stratified system on the 

tion holds. 

(see PI, [261). 

stratum. 

bottom strata. This is of the form 

5 ’ = g1(x)v1 +-..gm(x)2tm 
+ Qm+l’Um+l* * * + gnu, 
- -- 
from higher strata 

+ gn+1v,+1 +. . . + gpvp, (3) 
“ 

any Lie brackets 

where the (91,. . . , g p }  span T,So and are the con- 
trol vector fields from multiple strata, the inputs 
211,. . . ,U, are real, and the inputs 2tn+1,. . . ,up are 
fictitious. 

5. Construct the formal equation, which is simply 
Equation 3 written in indeterminates, S( t )  = 
S( t ) (b l v l+ .  . . + bsvs), where the S( t )  are polyno- 
mial Lie series (see [30] for details). 

6. Construct the Chen-Fleiss series, namely, S( t )  = 

respect to time and equate the coefficients of the 
bi’s in the resulting equation with the coefficients 
of the corresponding bi’s in the equation in the 
previous step, to construct ordinary differential 
equations for the backward Philip Hall coordinates, 

7. Solve the o.d.e.’s from the previous step to deter- 
mine the hi’s to determine how long the system 
should flow along each basis element, bi,  to reach 
the goal point. If the bi represents a Lie bracket, 
then an approximation of the form of Equation (2) 
should be used. 

ehs(t)b.ehs-l(t)ba-1 . . . ehl(t)bl, differentiate it with 

hi. 

8. If two sequential bi’s belong to different strata, 
then the decoupled vector field (checked in step 1) 
must be actuated to switch strata. 

Unfortunately, most of these steps are rather in- 
volved, but space limitations prevent the inclusion of 
most detail. Again, references [30], [31] provide a good 
overview of the smooth version of the algorithm, and 
references [l], [2], [3], [4], [26], [27], [28], [29] present 
the extension to stratified systems. 

3 Camera-Space Manipulation 
The camera-space manipulation method is utilized 

in this experiment to circumvent the difficulties of cal- 
ibrating the robot kinematics, the kinematics relation- 
ship among multiple robots, as well as the camera(s) 
to the very highly accurate degree necessary ([32],[33]). 
Each camera contains a lens that can form a projection 
from the 3D Cartesian (physical) space in view onto the 
cameras’ 2D image plane as shown in Figure 2. 

Figure 2. Mapping from the Cartesian co- 
ordinates to the image plane coordinates 

The camera model used here is a perspective projec- 
tion model. As shown in Figure 2, the 2- and y-axes 
form a basis for the image plane, the z-axis is per- 
pendicular to the image plane (along with the optic 
axis), and with the origin located at distance f behind 
the image plane, where f is the focal length of the 
camera lens. The perspective projection model can be 
described by 

X Y 
X, = f y  and y, = f- 2’ 

where xc and y, are the image plane, i.e., camera- 
space, coordinates of the point ( X ,  Y, 2). 

This projection is a surjective’mapping where each 
point on the image plane corresponds to a ray in 3D 
space. An approximation model, “orthographic cam- 
era model,” is introduced in ([25],[34]). Thus, given a 
physical point on the robot manipulator in the view 
range of a camera, its image position in that camera’s 
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2D image plane can be determined by 

[ ;: ] = F ( X , Y , Z ; a  (4) 

where, F is the magping from 3 0  physical space to 2 0  
image plane and C is a ;mal  vector, which includes 
6 view parameters, i.e., c = [Cl, C2, C3, C4, C5, C6IT, 
used to identify the local relationship between robot 
joint configuration and the camera-space location of 
the points on the manipulate:. The detailed descrip- 
tion of the mapping F and C is shown in ([35],[32]), 
where, 

5, = (c; + Ci - Ci - c,">x + 2 ( ~ 2 ~ 3  + C ~ C ~ ) Y  
+2(c2c4 - clc3)z + C5 E F,(X, Y, 2; c') 

yc = 2(C2C3 - ClC4)X + (Cf - cz" + c3" - C,")Y 
+2(C3C4 + c1c2)z + c6 E Fy(x, Y, 2; 6). 

The idea behind the method is to  exploit a nominal 
robotic kinematics model as well as the fact that both 
target object and manipulator can be seen in multiple, 
redundant camera views. 

For one of the cameras, the view parameters c' can 
be estimated through the acquisition of a large number 
of simultaneous image plane and physical space sam- 
ples by minimizing: 

nP n c t  J(a = [E { - F,(X,,Y,, 2 2 ;  c'N2 

+(YC., - ~y(x,,Y,,z,;6))2} w,]w,, 
z=1 2=1 (5) 

where, np is the number of poses of robot joint rotation 
samples, n, is the number of known points identified 
in the camera sample in the i - th  pose, W, is a weight 
associated with the a - th pose, and W, is a weight 
given to each cues detected in one camera sample. This 
algorithm is based on the orthographic camera model, 
which requires that all the interested physical cues are 
close to each other. A flattening process is introduced 
in [25], which gets rid of this constraint, and give more 
accurately fitted view paramet_ers. 

Once the view parameters C have been determined, 
for each cue in a joint configuration, its location in the 
camera space can be determined by using equation (4). 
That mapping F is a surjective mapping. However, if 
two or more cameras are used to detect the common 
cues on the manipulator, there exists a bijective map- 
ping G from the physical space to the image plane: 

' y ' ]  = G(X, ,Y, ,Z, ,61 , . . .  ,e,), (6) 

XC,, 

YCtm 

where the cue (Xi, Y,,  Zi) can be detected at the same 
time in m (m 2 2) cameras; C?i is the i th  camera's 
visual vector, (zc,, yc,) is the image point in the ith 
camera. 

4 Vision-Based Stratified Manipula- 
t ion Algorithm 

The flow chart illustrated in Figure 3 shows the 
manner in which CSM is incorporated into the strati- 
fied robotics finger gaiting algorithm. First, the robot 
moves along a LLpreplanned" trajectory during which 
image information regarding the location of cues placed 
on the end effector of the manipulators is acquired. 
Although there are multiple cues on each robot, each 
also has a unique black cue. From the image locations 
of the unique blacb cue in each pose an initial set of 
view parameters C can be determined by minimizing 
Equation 5. The nonunique white cues on the manip- 
ulator can be distinguished with the initial C, and are 
used with the black cues to refine the view parameters. 
Once the view parameters is determined, the pose of 
the target object can be determined by determining 
the physical coordinates of the cues attached to the 
object by Equation 6. 

Next, a trajectory is planned for one end effector to 
approach the target object, and this trajectory is di- 
vided into 5 subtrajectories. As the manipulator moves 
along the subtrajectories to approach the target object, 
the view parameters are updated based on images ac- 
quired when the end effector is at the end point of 
each subtrajectory. Once all the end effectors are in 
contact with the object finger gaiting can be achieved 
with each robotic finger following the trajectory pro- 
duced from the the stratified motion planning finger 
gaiting algorithm. Periodically, images are acquired 
during the finger gaiting, and if the object configu- 
ration and contact coordinates are substantially dif- 
ferent from the configuration and contact coordinates 
assumed by the open-loop stratified motion planning 
algorithm, a new open-loop trajectory is computed to 
reflect the updated configuration of the object and con- 
tact coordinates. 

5 Experimental Implementation 
An experiment has been carried out to show the ap- 

plication of Camera-Space Manipulation method to the 
stratified finger gaiting experiment based on the algo- 
rithm in Figure 3. Four Puma 560 robots are mounted 
on one common platform, where each is used to simu- 
late a finger with six joints in the experiment. Three 
Galil motion control boards, each of which can control 
up to 8 axes, are installed on one Pentium I1 500 MHz 
PC running Linux operating system to control the mo- 
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Figure 3. Flow chart representing the ex- 
periment procedure. 

tion of the 24 joints of the 4 robots. A picture of the 
experiment#al platform is illustrated in Figure 4. 

Figure 4. Experiment Setup 

Three standard black and white Sony XC75CE cam- 
eras are used in the the experiment, each with a focal 
length of 25mm. Two cameras are mounted about 120 
inches away from the target on the wall, with a separa- 
tion of 100 degrees between them, and the other cam- 
era is mounted on the ceiling approximately 60 inches 
up from the robots. Two Picport Stereo image cap- 
ture boards are installed on the PC, and all the image 
processing and trajectory planning is done on it. 

Although the method is general in that it can ac- 
commodate any smooth or polygonal object [5], in this 
paper we will primarily consider a spherical object. as 
the common object for the four fingers to cooperatively 
manipulate. A unique black cue and 38 white cues, 
with each cue at a known position relative to the ball, 
are attached to the ball. Once the view parameters 
are initialized, the cue images in the image plane can 
be distinguished and matched to the cues on the ball 
object and the manipulator, and the position and ori- 
entation of the ball object can thus be determined. 

By moving each manipulator along a preplanned 
trajectory, and acquiring a series of simultaneous joint 
rotation and cue image views (32 in this experiment), 
we can initialize sets of view parameter between the 

manipulators and cameras, where there is one be- 
tween each came5a and manipulator, totally amount- 
ing to 12 sets of C with 3 cameras and 4 robots used in 
this experiment. Then a trajectory is planned for each 
manipulator to approach the object, and the 8% are 
further updated during this approach process. Here, 
we employ a straight line connecting the current posi- 
tion of the manipulator and the specified contact point 
on the object as the preplanned trajectory, and this 
trajectory is divided into 5 subdirectories, where the 
manipulator is 4,2,1,0.3 and 0 inches away from the ob- 
ject along the line. Image samples are acquired while 
the manipulator is at the endpoint of each subtrajec- 
tory, and @s are again updated. Once the manipula- 
tors are engaged with the object, the robots begin to 
manipulate the object according to  the stratified mo- 
tion planning algorithm. Here, the goal motion is to 
rotate the ball about an axis oriented in the x - z di- 
rection with an angular velocity {0.287,0.0, -0.958}T 
radian/s for 7.308 radians, where, on the platform, the 
z axis goes along the positive vertical direction, and 
the x axis goes through the rightmost robot to the 
ball. After each 2tep of motion, samples are again ac- 
quired, and the C’s are correspondingly updated. The 
result for the above motion is shown in the next sec- 
tion. Also, the motion about axes oriented in other 
directions like z ,  y - z ,  x - y - z are also carried out, 
and obtainable as well. 

6 Experimental Results 
The pose of the ball as well as the manipulators dur- 

ing motion are shown in the Figures 5 through 10. Us- 
ing CSM method, we can compute the pose of the ball 
during the manipulation from the image information 
of the ball, and thus determine the angular velocity w 
and rotation angle 0 of that pose relative to the robot 
frame as follows: 

t l l  t l 2  t13 t l 4  
t 2 l  t22 t23 t24 
t31 t32 t 3 3  t34 . (7) T = [ ,  0 0 1 1  

Hence, 

1, tl l  + t 2 2  + t 33  - 1 
2 

2sm(0) tz1-t12 

e = 

1 32-t23 
w = - [:13-t31] . 

Also, if the object experiences a rotation of 0 along 
axis w from its initial pose Ti, its final pose would be: 

Tf  = eGeT,. 
Thus, we can compare the actual pose of the ball with 
the desired pose during the manipulation. A pose of 
a 3 0  object consists of 6 variables: 3 orientation vari- 
ables and 3 position variables. Figure 12 presents the 
comparison of the actual and desired orientation of the 
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Figure 5. 8 = 0.0 
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Figure 7. 6' = 
2.30 radian 

Figure 8. 6' = 
3.45 radian 

Figure 9. 6' = 
4.60 radian 

Figure 10. 8 = 
5.75 radian 

Figure 11. 8 = 6.80 radian 

object, and Figure 13 presents the comparison of the 
position of the object during the motion. 

We can conclude that there is some error in the mo- 
tion. It is acceptable since the ball object is compress- 
ible, and there is some unpredicted translation and ro- 
tation of the object when switching fingers, and the er- 
ror accumulates all through the finger gaiting process, 
where there are 63 x 4 = 252 times finger switching. 

Furthermore, the experiment with CSM achieves 
more robustness than simple open-loop control. For 
the open-loop finger gaiting experiment (see [5 ] ) ,  it is 
difficult to achieve a long motion along pure z direc- 
tion due to the reason that the friction forces from the 
contact between the four finger with the ball object is 
not always enough to hold the ball. But for the exper- 
iment with vision, we can manipulate the ball in most 
directions specified. 

7 Conclusions 
This paper is an extension of the authors' previous 

work in stratified motion planning in which a robust, 
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Figure 12. Comparison of the orientation 
of the object during motion. 
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Figure 13. Comparison of the position of 
the object during motion. 

vision-based control strategy is employed to greatly en- 
hance the precision and robustness of the method. An 
outline of camera-space manipulation, stratified mo- 
tion planning and the incorporation of the former into 
the latter is presented.Some experimental results are 
also presented. Future work includes further demon- 
stration of the method on the more challenging and 
highly nonlinear case when the objects are polygonal. 
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